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Abstract:
This paper examines whether output fluctuations are better characterized as shocks with measurable and persistent effects or transitory deviations from macroeconomic growth trends. Building on the work of Nelson and Plosser [1982] and Campbell and Mankiw [1987], the paper employs ARMA and Monte Carlo techniques to provide robust evidence for the persistence of shocks. After accounting for the Great Moderation period of the late 20th century, the models suggest that the magnitude and volatility of impulse responses are comparable, yet slightly smaller than Campbell and Mankiw’s findings. When applied to the economic crisis beginning in 2007, the paper’s findings of persistence suggest that the shock will affect economic growth into the foreseeable future, with output levels remaining below potential capacity well into the next decade.
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Introduction:

In recent months, the health and stability of the economy has vaulted to the forefront of national issues, garnering vast media, public, and governmental attention. Needless to say, sorting through and understanding the many potential factors and events affecting the economy are of great interest to economists, government officials, and citizens alike. While the short-term effects of the economic slowdown have unquestionably caused a number of difficulties for Americans, in order to fully understand the current economic environment, it is important to understand how the recent shocks to the United States economy fit within the larger scope of business cycles and domestic economic growth.

The goal and objective of this paper will be to examine whether shocks to the economy represent temporary deviations from macroeconomic growth trends, or, if the shocks have measurable and persistent effects on the long-term health of the economy. The paper’s primary focus will not be to solve a longstanding debate regarding the existence of a unit root in the output process, but rather to construct quantitative measures of persistence. In order to explore the question of persistence, the paper will analyze United States GDP data with several autoregressive and moving average processes to determine whether or not macroeconomic shocks demonstrate persistent and measurable effects.

Building on the work of Nelson and Plosser [1982] and Campbell and Mankiw [1987], the main contributions of this paper will be to: (1) quantitatively measure the impact and persistence of economic shocks using a stationary ARMA model of the differences in log GDP, (2) use a Monte Carlo procedure to forecast future prospects of economic growth in light of the current and significant GDP shock, and (3) discuss
alternative theoretical interpretations of persistence.

The paper will begin by discussing relevant time series topics, including issues of stationarity, autoregressive integrated moving average models, and unit roots. We will then focus specifically on trend vs. difference stationary techniques for measuring the persistence of fluctuations. In this section of the paper we show that an estimation of the change in log GDP as a stationary ARMA process is consistent with a variety of statistical processes in the level of GDP, while it also leaves open the possibility that output fluctuates around a deterministic trend.

We then turn to a literature review that discusses business cycle theory and previous studies that have tested for unit roots and the persistence of shocks. The next section presents results for our statistical models, providing evidence that shocks remain persistent into the long-run horizon. However, the models also suggest that the magnitude of and volatility of impulse response functions has diminished after accounting for the Great Moderation period.

To provide context about output behavior after the current economic shock, we then construct a Monte Carlo experiment and create probability distributions for forecasts of future growth paths. We also show that our statistical approach yields results consistent with the Congressional Budget Office’s projections for economic recovery. Lastly, we conclude with a discussion about interpretations of persistence in light of the paper’s findings.

**Time Series Theory and Approaches**

When we analyze time series data our first consideration is whether or not our variables demonstrate stationarity. Regressions using time series data are different than
regressions using solely cross-section data mostly because they might include dynamics: explanatory variables and/or random shocks might have effects that persist and there might be systematic or stochastic trends.

A time series is stationary when it represents a random process and its statistical properties do not vary over time. In order to achieve unbiased estimates, it is important to work with a stationary process (as opposed to a non-stationary process in which statistical properties are different at different time periods).

The unit root concept is also important for the considerations of this paper. A linear stochastic process has a unit root if 1 is a root of the time series process’ characteristic equation. The presence of a unit root has important implications for the estimation of ARMA models. We will first discuss the concept of roots in the context of our time series models, and then explain the statistical implications of a unit root.

Let us consider a discrete stochastic process written as an AR (p) model:

\[ y_t = \rho_1 y_{t-1} + \rho_2 y_{t-2} + \ldots + \rho_p y_{t-p} + \epsilon_t. \]

If we express this process in lag polynomial notation, we have:

\[(1 - \rho_1 L - \rho_2 L^2 - \ldots - \rho_p L^p) y_t = \epsilon_t.\]

We can then obtain the characteristic equation by replacing the lag operator L by a variable (call it ‘m’), and setting the resulting polynomial equal to zero:

\[ 1 - \rho_1 m - \rho_2 m^2 - \ldots - \rho_p m = 0. \]

The characteristic roots are the values of ‘m’ that solve this equation.

Let us consider, for example, a first order autoregressive model:

\[ Y_t = \rho_1 Y_{t-1} + \epsilon_t. \]
where the process demonstrates a unit root when $\rho_1 = 1$. We can show that this process is non-stationary by illustrating that the moments of the stochastic process depend on the time periods, $t$. By repeated substitution, our first order autoregressive model with $\rho_1 = 1$ can be written as:

$$Y_t = Y_0 + \sum_{i=1}^{t} \epsilon_i.$$  

We can then show that this AR(1) model with a unit root is non-stationary because its variance is dependent on time $t$:

$$Var(Y_t) = \sum_{i=1}^{t} \sigma^2 = t\sigma^2.$$  

For our purposes, the main implication of a unit root is that a shock to a unit root (or near-unit root) process may have permanent effects that would otherwise decay if the process were stationary. However, because output can be written as a difference stationary model, we are able to analyze the persistence of shocks by converting the unit root process into a difference stationary series that can be analyzed through our time series modeling.

A brief overview of autoregressive integrated moving average (ARIMA) models will also provide helpful context for this paper’s empirical analysis. ARIMA models are characterized by autoregressive (AR), integrated (I), and moving average (MA) components. Specifications of autoregressive integrated moving average models are generally referred to as ARIMA $(p,d,q)$ models, where $p$, $d$, and $q$ represent the order of the autoregressive, integrated, and moving average parts of the model respectively.

---

1 In this case, the characteristic equation would be $m-\rho_1 = m-1$ and the root of the equation is $\rho_1 = 1$. 
The autoregressive (AR) process of an ARIMA model is used to forecast future values of a time series based on the past values of the series. It does so by regressing the dependent variable on its lagged values. In its general form, the autoregressive model can be written as:

\[ Y_t = c + \rho_1 Y_{t-1} + \rho_2 Y_{t-2} + \ldots + \rho_p Y_{t-p} + \epsilon_t \]

where \( c \) represents a constant and \( \epsilon_t \) represents white noise.

The moving average (MA) process is used to analyze how a weighted average of the lingering effects of random shocks move through time. A general moving average model can be written as:

\[ Y_t = \epsilon_t + \alpha_1 \epsilon_{t-1} + \alpha_2 \epsilon_{t-2} + \ldots + \alpha_q \epsilon_{t-q} \]

where \( \epsilon_t \) represents the shock in the current period, \( \epsilon_{t-1} \) represents the shock in the previous period, and so on.

We can then combine these two components into one model, the autoregressive moving average model:

\[ Y_t = \sum_{i=1}^{p} \rho_i Y_{t-i} + \sum_{i=1}^{q} \alpha_i \epsilon_{t-i} + \epsilon_t. \]

The integrated component of the model is used as an initial differencing step in cases where data show evidence of non-stationarity. For example, consider an ARIMA (1,1,1) model, in which we incorporate a first difference into a model with one AR parameter and one MA parameter:

\[ Y_t - Y_{t-1} = c + \rho_1 (Y_{t-1} - Y_{t-2}) + \alpha_1 \epsilon_{t-1} + \epsilon_t. \]

More generally, we can write a first-order integrated ARMA process as:

\[ \Delta Y_t = c + \rho_1 (\Delta Y_{t-1}) + \alpha_1 \epsilon_{t-1} + \epsilon_t. \]
When a series demonstrates non-stationarity, integration can be useful if the process is first-order stationary (i.e. its first-order probability density function does not change across different time periods).

Now that we have introduced the concepts of ARIMA models, we will turn to a more in-depth discussion regarding the appropriateness of this paper’s estimation technique—a stationary ARMA (p,0,q) model in the difference in GDP—in light of trend vs. difference stationarity and persistence issues.

**Statistical Considerations for Measuring the Persistence of Shocks:**

In order to formulate a response to the main question of this paper—how does a current shock to output affect future output over a long-term horizon?—we will begin by discussing the appropriateness of our statistical approach.

Economic output in the United States has historically drifted upward. In order to account for this upward drift, previous studies have used two different approaches: detrending and differencing. A non-stationary process that becomes stationary after accounting for a trend (i.e. detrending) is called a trend-stationary process, while a non-stationary process that can be made stationary after differencing is referred to as a difference-stationary process.

Detrending macroeconomic processes has been a technique used by many, such as Blanchard [1981] to prepare data for time series analysis. However, as Campbell and Mankiw [1987] explain, this technique is not appropriate for answering the question of persistence we have raised. Detrending the data series leads the process to be trend-reverting, essentially eliminating the possibility that a current output shock will have a
long-run effect on output. That is, detrending the time series would presuppose the answer to our primary question at an infinite horizon.

Campbell and Mankiw [1987] illustrate this by exploring the possibility that output follows a random walk with drift:

\[ Y_t = \alpha + Y_{t-1} + \epsilon_t \]

where \( Y_t \) (the log of GDP) is characterized by an AR(1) process in which \( \alpha \) is the drift term representing long-run growth. As Nelson and Kang [1981] point out, detrending the output series before estimation would severely bias the process towards zero. Similarly, Frisch and Waugh [1933] note that including time as an explanatory variable is numerically identical to detrending any of the variables before estimation, and thus inappropriate for our purposes.

The differencing method provides an alternative approach to address the upward drift present in output data. According to Campbell and Mankiw, the differenced series of log GNP "appears stationary, allowing one to invoke asymptotic distribution theory" [Campbell and Mankiw 1987].\(^2\) Figures 1 and 2 illustrate the log GDP series in comparison to the differenced series of log GDP.

\(^2\) This assertion remains accurate when we account for our updated time series and use of log GDP as our measure of growth.
Campbell and Mankiw then consider the potential issues involved with using differenced data. They first consider an IMA (1,1) process:

\[ Y_t - Y_{t+1} = \alpha + \epsilon_t - \theta \epsilon_{t-1} \]

Here, a unit impulse in \( Y_t \) changes one's forecast of \( Y_{t+n} \) by \((1-\theta)\). In this case, \( \theta \) represents measure of persistence and, depending on its value, allows for a current shock to have a range of effects—anywhere from virtually no effect to a significant long-term effect—on future outcome forecasts.

This paper’s estimation technique—modeling the change in log GDP as a stationary ARMA \((p,0,q)\) process—is written as follows:

\[ \phi(L) \Delta Y_t = \theta(L) \epsilon_t, \]

where

\[ \phi(L) = 1 - \phi_1 L - \phi_2 L^2 - \ldots - \phi_p L^p, \]

and

\[ \theta(L) = 1 + \theta_1 L + \theta_2 L^2 + \ldots + \theta_q L^q. \]

By deriving the moving average representation of this equation Campbell and Mankiw show that the differenced model leaves open the question of whether the \textit{level} of log GDP is stationary [Campbell and Mankiw 1987]. That is, the estimation employed in this paper remains consistent with processes in the \textit{level} of log GDP.
Campbell and Mankiw [1987] also discuss the possibility that outcome is not characterized by a random walk with drift. However, they find that if the output process is best captured by traditional business cycle theory—where growth is stationary around a trend—estimating the difference in log GDP does not bias estimates toward misleading or excessive persistence. In other words, the model leaves open the possibility that output is stationary around a deterministic linear trend.

Our estimation equation is bounded by the stability condition that the inverse characteristic roots of the equation (i.e. the roots of $1 - \rho_1 L - \rho_2 L^2 - \ldots - \rho_p L^p$), both real and complex, lie outside the unit circle. In this case, our process will be stable and stationary. However, if the inverse characteristic roots demonstrate unity or lie within the unit circle, the process may not be stationary.

**Literature Review:**

This section will discuss literature regarding the trend stationary and random walk with drift theories behind time series economic growth models. We will summarize how time series growth concepts have developed through literature, and then turn to the findings and interpretations of previous studies.

In their analysis of the economy during expansions and contractions, Burns and Mitchell [1946] explain the general characteristics of business cycles:

A cycle consists of expansions occurring at about the same time in many economic activities\(^3\), followed by similarly general recessions, contractions, and revivals which merge into the expansions phase of the next cycle; this sequence of changes is recurrent but not periodic; in duration business cycles vary from

---

\(^3\) While literature has examined the empirical relationship between the aggregate business cycle and various aspects of the macroeconomy—such as interest rates, employment, investment, etc.—this paper will focus solely on the structural behavior of GDP.
more than one year to ten or twelve years; they are not divisible into shorter cycles of similar character with amplitudes approximating their own.

Robert Lucas [1977] characterizes this notion of a business cycle by asking, “Why is it that, in capitalist economies, aggregate variables undergo repeated fluctuations about trend, all of essentially the same character?” This view of economic growth suggests that the effects of any given technological shock to output will eventually approach zero, and that output is characterized by a trend stationary process.

Conventional business cycle literature has since evolved to explain that fluctuations in output represent temporary deviations from a deterministic trend. The implications of this conventional view are described by Romer: If output movements are temporary deviations around a deterministic trend, then “output growth will tend to be less than normal when output is above its trend and more than normal when it is below its trend” [Romer 1996].

However, competing literature has also argued that changes in technology may have a permanent effect on long-run growth. According to Romer, “An innovation today may have little impact on the likelihood of additional innovations in the future, and thus on the expected behavior of the growth of technology in the future. In this case, the innovation raises the expected path of the level of technology permanently” [Romer 1996].

The question of persistent output fluctuations was addressed by McCulloch [1975] and Nelson and Plosser [1982] who consider whether output shocks have permanent effects. Estimating regressions that test for trend-reversion versus permanent shocks, Nelson and Plosser conclude that they cannot reject the null
hypothesis that fluctuations have a permanent component. That is, they cannot reject the existence of a unit root in the autoregressive representation of time series.

While the work of Nelson and Plosser began to challenge conventional business cycle theory, Campbell and Mankiw [1987] advanced persistence literature by quantitatively measuring the permanent component of output fluctuations. Campbell and Mankiw contend:

If fluctuations in output are dominated by temporary deviations from the natural rate [of growth], then an innovation in output should not substantially change one’s forecast of output, in, say, five or ten years. Over a long horizon, the economy should return to its natural rate; the time series for output should be trend-reverting [Campbell and Mankiw 1987].

However, based on their examination of quarterly postwar United States Data (spanning from 1947:1 to 1985:4) Campbell and Mankiw are skeptical about this implication.

Before considering their results, let us turn to Cochrane [1988] who provides guidance on the interpretation of the effects following a one-unit shock to output. Cochrane explains that different results lead to different conclusions about the structural components of output growth (i.e. whether or not output should be characterized by a trend-stationary process or if it is better captured by a random walk). According to Cochrane, if a one-unit shock to GNP affects forecasts in the far future "by one unit, it finds a random walk; if by zero, it finds a trend-stationary process" [Cochrane 1988].
However, the resulting effects of a one-unit shock do not always yield such a simplistic interpretation. For example, a one-unit shock may also affect forecasts in the future by "numbers between zero and one, characterizing a series that returns toward a 'trend' in the far future, but does not get all the way there. Or it can find a number greater than one, characterizing a series that will continue to diverge from its previously forecast values following a shock" [Cochrane 1988].

Campbell and Mankiw's results provide evidence that shocks to output are generally followed by further output movements in the same direction. They estimate several models in which a 1 percent innovation to real GNP should change one's forecast of GNP over a long horizon by *over* 1 percent. While they find "some evidence of short-run dynamics that makes GNP different from random walk with drift, the long-run implications of [their] estimates suggest that shocks to GNP are largely permanent" [Cambell and Mankiw 1987].

Greg Mankiw and Paul Krugman's comments on recent forecasts made by the Council of Economic Advisors (CEA) highlight the interpretational differences between the trend stationary—or business cycle—theory and the difference stationary—or unit root—theory. According to the March 2009 CEA statement:

A key fact is that recessions are followed by rebounds. Indeed, if periods of lower-than-normal growth were not followed by periods of higher-than-normal growth, the unemployment rate would never return to normal.

According to the CEA, "because we are now experiencing below-average growth, we should raise our growth forecast in the future to put the economy back on trend in the long run" [CEA 2009].
Mankiw disagrees with the CEA premising its economic forecast—which, as of March 2009, suggested that GDP will shrink only by 1.2 percent in 2009 and will grow between now and 2013 by 15.6 percent—on output being trend stationary, suggesting instead that the current shock to economy may have persistent negative effects.

Paul Krugman [2009], who challenges the unit root hypothesis set forth by Mankiw and Campbell, provides a distinctively different commentary:

I always thought the unit root thing involved a bit of deliberate obtuseness…For one thing is very clear: variables that measure the use of resources, like unemployment or capacity utilization, do NOT have unit roots: when unemployment is high, it tends to fall. And together with Okun’s law, this says that yes, it is right to expect high growth in future if the economy is depressed now.

Whereas Mankiw sees the forecast estimates as optimistic, Krugman rejects the notion that the effects of a negative shock in the economy will be persistent.

Based on previous literature studies, it seems as if there is evidence to argue for both sides of the debate. Unit root literature has suggested that indeed, GDP may have a unit root; James Stock and Mark Watson [1998] find GDP to have a near unit root measured within an interval of 0.96-1.10 for a 90 percent confidence level. Dissenters, however, argue that while the time-series econometrics may demonstrate a unit root, the actual implications of the findings are not realized in real economic growth patterns.

Cocharane [1988] provides important perspective on unit root findings within a time series process. According to Cochrane:
Since a series with a unit root is equivalent to a series that is composed of a random walk and a stationary component, tests for a unit root are attempts to distinguish between series that have no random walk component (or for which the variance of shocks to then random walk component is zero) and series that have a random walk component (or for which the variance of shocks to the random walk component is between zero and infinity).

Given this description, it becomes clear why tests for a unit root are not particularly powerful: it is difficult to tell a stationary series from a stationary series with a very small random walk component.

Similarly, Campbell and Perron [1991] argue that it can be very difficult to distinguish between a unit root and near unit root process, suggesting that the usefulness of unit root tests is “not to uncover some true relation,” but rather to “impose reasonable restrictions on data and suggest what asymptotic distribution theory gives the best approximation to the finite-sample distribution of coefficient estimates and test statistics” [Campbell and Perron 1991].

Thus, the focus of this paper will not be to solve a longstanding debate regarding the existence of a unit root in the output process, but rather to construct measures of persistence.

Romer [1996] provides insight into the econometric issues to consider when investigating the persistence of fluctuations. According to Romer, there are two major considerations—one statistical and one theoretical—that should not be overlooked. He begins by explaining the former:
The statistical problem is that it is difficult to learn about long-term characteristics of output movements from data from limited time spans. The existence of a permanent component to fluctuations and the asymptotic response of output to an innovation concern characteristics of the data at infinite horizons [Romer 1996].

Romer continues by discussing the risks of using the relationship between current output growth and its most recent lagged values to make inferences about output's long-run behavior:

Suppose, for example, that output growth is actually AR-20 instead of AR-3, and the coefficients on the 17 additional lagged values of Δ ln y are all small, but all negative. In a sample of plausible size, it is difficult to distinguish this case from the AR-3 case. But the long-run effects of an output shock may be much smaller [Romer 1996].

That being said, this difficulty arises from the brevity of the sample, and not from the differencing procedures used to estimate autoregressive and moving average parameters.

There are two factors that help to attenuate this concern: (1) with the benefit of a significantly longer time series dataset, we will have the flexibility to measure longer ARMA models with greater variation and (2) when using information provided by the current GDP shock to simulate the output growth path with a Monte Carlo procedure, we will build a probability distribution to capture the likelihood of different growth trajectories.

As Romer points out, there is also a theoretical issue worth considering when investigating the persistence of fluctuations. Namely, “there is only a weak case that
the persistence of output movements, even if it could be measured precisely, provides much information about the driving forces of economic fluctuations” [Romer 1996]. While this may be true, the paper will attempt to explain its results in light of a theoretical discussion regarding the potential effects of fiscal and monetary policies, Keynesian theory, and real business cycles on economic growth.

This discussion will also be useful when considering the hypothesis of Blanchard and Watson [1984], who examine business cycles within the United States. They suggest that another key area of consideration is “whether fluctuations in economic activity are caused by an accumulation of small shocks, where each shock is viewed in isolation, or rather whether fluctuations are due to infrequent large shocks.” While the paper's measures of persistence are not suited to sort out the precise causes of shocks, we will again attempt to address this issue through a theoretical discussion.

**Parameterization:**

To estimate our ARMA process, $\phi(L)\Delta Y_t = \theta(L)\varepsilon_t$, for the change in log GDP we must determine the appropriate number of autoregressive and moving average parameters to analyze. We will use Akaike Information Criteria (AIC) and Schwartz Bayesian Information Criteria (SBC) as guidance for our parameterization. Both the AIC and SBC selection criteria penalizes a model for over-parameterization.

The Akaike Information Criteria is calculated as:

$$-2\ln(\text{likelihood}) + 2k,$$
and the Schwartz Bayesian Information Criteria is calculated as:

$$-2\ln(\text{likelihood}) + \ln(N)*K,$$
where $K$ equals the number of parameters in the model and $N$ equals the number of observations.

To provide robust evidence about the persistence of shocks we will consider several different combinations of autoregressive and moving average parameters. Models with more parameters allow for greater flexibility with impulse response functions, but also run the risk of over-parameterization. The selection criteria will be used to provide context for each model in relation to the other models estimated.

**Results:**

To analyze the persistence of output fluctuations, we estimate ARMA processes for the difference of log GDP with up to three AR and three MA parameters. We consider 15 total models, the most simple being the MA(1) and AR(1) processes, and the most complex being the ARMA (3,3) model. The quarterly time series data is reported as billions of chained 2005 dollars and spans 1947:1 to 2009:3.

Table I reports the AIC and BIC selection criteria for each of the 15 models. While our ARMA (3,2) model minimizes the value of the selection criteria—providing evidence that it is the most parsimonious model—our focus with Table I is shifted towards the fact that all of the models have comparable AIC and SBC values. This is important because we will use each of the models to provide a statistically robust account of output persistence, rather than use a single model as the basis for evidence and interpretation. From the table, it also becomes evident that models more complex than our ARMA (3,3) will be penalized for having too many parameters. Thus our selection for our most complex model—one with three AR parameters and three MA parameters—seems appropriate.
Table I
Model Selection Criteria, Δln GDP

<table>
<thead>
<tr>
<th>Model p,q</th>
<th>AIC</th>
<th>SBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>-1616.326</td>
<td>-1605.762</td>
</tr>
<tr>
<td>0,2</td>
<td>-1626.710</td>
<td>-1612.624</td>
</tr>
<tr>
<td>0,3</td>
<td>-1626.131</td>
<td>-1608.524</td>
</tr>
<tr>
<td>1,0</td>
<td>-1626.118</td>
<td>-1614.553</td>
</tr>
<tr>
<td>1,1</td>
<td>-1624.197</td>
<td>-1610.111</td>
</tr>
<tr>
<td>1,2</td>
<td>-1625.770</td>
<td>-1608.162</td>
</tr>
<tr>
<td>1,3</td>
<td>-1626.118</td>
<td>-1614.553</td>
</tr>
<tr>
<td>2,0</td>
<td>-1624.993</td>
<td>-1610.907</td>
</tr>
<tr>
<td>2,1</td>
<td>-1624.689</td>
<td>-1607.082</td>
</tr>
<tr>
<td>2,2</td>
<td>-1628.107</td>
<td>-1606.978</td>
</tr>
<tr>
<td>2,3</td>
<td>-1629.662</td>
<td>-1605.012</td>
</tr>
<tr>
<td>3,0</td>
<td>-1626.610</td>
<td>-1609.003</td>
</tr>
<tr>
<td>3,1</td>
<td>-1627.192</td>
<td>-1606.063</td>
</tr>
<tr>
<td>3,2</td>
<td>-1636.085</td>
<td>-1614.956</td>
</tr>
<tr>
<td>3,3</td>
<td>-1624.414</td>
<td>-1596.243</td>
</tr>
</tbody>
</table>

Akaike Information Criteria reported as -2*ln(likelihood) + 2k
Schwartz Bayesian Information Criteria reported as -2*ln(likelihood) + ln(N)*K
K=number of parameters in model, N=number of observations

Table II reports the inverse characteristic AR and MA roots for each of the models. These results seem interesting in light Campbell and Mankiw’s [1987] findings. Using a data set that spans from 1947:1 to 1985:4, Campbell and Mankiw find that high order MA processes have unit roots that are cancelled by near-unit AR roots, causing shocks to die out over a long horizon.

While Campbell and Mankiw report moving average roots with perfect unity and corresponding autoregressive roots near unity for the ARMA (1,3), ARMA (2,3), and ARMA (3,3) models, we do not find this phenomenon. The major implication of this finding is that all of our ARMA models provide evidence for the persistence of shocks.
over a long horizon because we do not find the cancellation of near-unit AR and MA roots.

Table II  
Roots of Estimated Models, $\Delta \ln GDP$

<table>
<thead>
<tr>
<th>Model p,q</th>
<th>AR Roots</th>
<th>MA Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>—</td>
<td>-3.5710</td>
</tr>
<tr>
<td>0,2</td>
<td>—</td>
<td>-0.745 ± 2.018i</td>
</tr>
<tr>
<td>0,3</td>
<td>—</td>
<td>3.145, -0.036 ± 1.991i</td>
</tr>
<tr>
<td>1,0</td>
<td>2.747</td>
<td>—</td>
</tr>
<tr>
<td>1,1</td>
<td>2.079</td>
<td>7.519</td>
</tr>
<tr>
<td>1,2</td>
<td>4.255</td>
<td>-0.290 ± 2.392i</td>
</tr>
<tr>
<td>1,3</td>
<td>83.333$^4$</td>
<td>-3.226, -0.028 ± 2.003i</td>
</tr>
<tr>
<td>2,0</td>
<td>1.984, -5.814</td>
<td>—</td>
</tr>
<tr>
<td>2,1</td>
<td>-1.511, 2.232</td>
<td>-1.821</td>
</tr>
<tr>
<td>2,2</td>
<td>0.936 ± 0.747i</td>
<td>0.972 ± 1.004i</td>
</tr>
<tr>
<td>2,3</td>
<td>0.771 ± 0.679i</td>
<td>-5.525, 0.751 ± 0.734i</td>
</tr>
<tr>
<td>3,0</td>
<td>-2.123, 1.581 ± 1.177i</td>
<td>—</td>
</tr>
<tr>
<td>3,1</td>
<td>-2.809, 1.243 ± 0.649i</td>
<td>1.733</td>
</tr>
<tr>
<td>3,2</td>
<td>3.831, 0.743 ± 0.695i</td>
<td>0.703 ± 0.710i</td>
</tr>
<tr>
<td>3,3</td>
<td>-1.219, 0.973 ± 0.756i</td>
<td>-1.258, 1.046 ± 1.059i</td>
</tr>
</tbody>
</table>

The parameter estimates for each of the ARMA models are reported in Table III. The results are consistent with our statistical theory that more complex models allow for greater flexibility, as well as greater persistence, in our parameter estimates.

When we move from the simpler models to more complex models by adding additional parameters, the magnitude of our coefficients generally become larger, yet often remain statistically significant. That being said, the insignificance reported for the ARMA (3,3) model aligns with our interpretation of the Akaike and Schwartz Bayesian selection criteria: adding more than three AR and three MA coefficients leads to over-parameterization and imprecise estimates.

$^4$ The large magnitude of this inverted root suggests that the AR parameter is for the ARMA (1,3) model is small, and most of the effects captured by the model are attributed to the moving average components.
We now turn to our impulse response functions, reported in Table IV, to provide an interpretation of these coefficients. For each model, we calculate impulse responses for 80 quarterly periods into the future. The impulse responses are calculated by imposing a one percent shock to the error term of each respective model in the current time period (period zero). In the ensuing time periods, it is assumed that the error term

### Table III
Model Parameter Estimates, Δln GDP

<table>
<thead>
<tr>
<th>Model p,q</th>
<th>α₁</th>
<th>α₂</th>
<th>α₃</th>
<th>θ₁</th>
<th>θ₂</th>
<th>θ₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>0.279*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0,2</td>
<td>0.322*</td>
<td>0.216*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.051)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0,3</td>
<td>0.336*</td>
<td>0.258*</td>
<td>0.080</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.054)</td>
<td>(0.053)</td>
<td>(0.061)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,0</td>
<td>0.364*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,1</td>
<td>0.481*</td>
<td></td>
<td>-0.133</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.144)</td>
<td></td>
<td>(0.158)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,2</td>
<td>0.235</td>
<td></td>
<td>0.100</td>
<td>0.173*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.252)</td>
<td></td>
<td>(0.251)</td>
<td>(0.084)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,3</td>
<td>0.012</td>
<td>0.324</td>
<td>0.254</td>
<td>0.077</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.718)</td>
<td></td>
<td>(0.724)</td>
<td>(0.227)</td>
<td>(0.172)</td>
<td></td>
</tr>
<tr>
<td>2,0</td>
<td>0.332*</td>
<td></td>
<td>0.086</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.053)</td>
<td></td>
<td>(0.054)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2,1</td>
<td>-0.214</td>
<td>0.297*</td>
<td></td>
<td>0.549</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.356)</td>
<td></td>
<td>(0.118)</td>
<td>(0.356)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2,2</td>
<td>1.306*</td>
<td>-0.698*</td>
<td></td>
<td>-0.995*</td>
<td>0.512*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.156)</td>
<td>(0.099)</td>
<td>(0.161)</td>
<td>(0.099)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2,3</td>
<td>1.46*</td>
<td>-0.948*</td>
<td></td>
<td>-1.18*</td>
<td>0.661*</td>
<td>0.164*</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.036)</td>
<td>(0.068)</td>
<td>(0.078)</td>
<td>(0.057)</td>
<td></td>
</tr>
<tr>
<td>3,0</td>
<td>0.343*</td>
<td></td>
<td>0.126*</td>
<td>-0.121*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.053)</td>
<td></td>
<td>(0.055)</td>
<td>(0.058)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3,1</td>
<td>0.907*</td>
<td>-0.058</td>
<td>-0.181*</td>
<td></td>
<td>-0.577</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.298)</td>
<td>(0.123)</td>
<td>(0.048)</td>
<td>(0.299)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3,2</td>
<td>1.698*</td>
<td>-1.341*</td>
<td>0.252*</td>
<td>-1.407*</td>
<td></td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>(0.056)</td>
<td>(0.085)</td>
<td>(0.057)</td>
<td>(0.018)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3,3</td>
<td>0.463</td>
<td>0.393</td>
<td>-0.541</td>
<td>-0.149</td>
<td>-0.300</td>
<td>0.359</td>
</tr>
<tr>
<td></td>
<td>(0.525)</td>
<td>(0.626)</td>
<td>(0.354)</td>
<td>(0.531)</td>
<td>(0.501)</td>
<td>(0.290)</td>
</tr>
</tbody>
</table>

Standard Errors in parentheses.
Asterisk indicates significance at the 5 percent level.
Data spans period 1947Q1-2009Q3
assumes a value of zero, so that the persistence of the shock in the current period is only carried by parameter estimates reported in Table III.

Table IV

<table>
<thead>
<tr>
<th>Model p,q</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>20</th>
<th>40</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>1.279</td>
<td>1.279</td>
<td>1.279</td>
<td>1.279</td>
<td>1.279</td>
<td>1.279</td>
<td>1.279</td>
<td>1.279</td>
<td>1.279</td>
</tr>
<tr>
<td>0,2</td>
<td>1.322</td>
<td>1.538</td>
<td>1.538</td>
<td>1.538</td>
<td>1.538</td>
<td>1.538</td>
<td>1.538</td>
<td>1.538</td>
<td>1.538</td>
</tr>
<tr>
<td>0,3</td>
<td>1.336</td>
<td>1.594</td>
<td>1.674</td>
<td>1.674</td>
<td>1.674</td>
<td>1.674</td>
<td>1.674</td>
<td>1.674</td>
<td>1.674</td>
</tr>
<tr>
<td>1,0</td>
<td>1.364</td>
<td>1.496</td>
<td>1.545</td>
<td>1.562</td>
<td>1.572</td>
<td>1.572</td>
<td>1.572</td>
<td>1.572</td>
<td>1.572</td>
</tr>
<tr>
<td>1,1</td>
<td>1.348</td>
<td>1.515</td>
<td>1.596</td>
<td>1.635</td>
<td>1.669</td>
<td>1.671</td>
<td>1.671</td>
<td>1.671</td>
<td>1.671</td>
</tr>
<tr>
<td>1,2</td>
<td>1.335</td>
<td>1.587</td>
<td>1.646</td>
<td>1.660</td>
<td>1.664</td>
<td>1.664</td>
<td>1.664</td>
<td>1.664</td>
<td>1.664</td>
</tr>
<tr>
<td>1,3</td>
<td>1.336</td>
<td>1.594</td>
<td>1.674</td>
<td>1.675</td>
<td>1.675</td>
<td>1.675</td>
<td>1.675</td>
<td>1.675</td>
<td>1.675</td>
</tr>
<tr>
<td>2,0</td>
<td>1.332</td>
<td>1.528</td>
<td>1.622</td>
<td>1.670</td>
<td>1.715</td>
<td>1.718</td>
<td>1.718</td>
<td>1.718</td>
<td>1.718</td>
</tr>
<tr>
<td>2,1</td>
<td>1.335</td>
<td>1.560</td>
<td>1.612</td>
<td>1.668</td>
<td>1.690</td>
<td>1.689</td>
<td>1.689</td>
<td>1.689</td>
<td>1.689</td>
</tr>
<tr>
<td>2,2</td>
<td>1.311</td>
<td>1.531</td>
<td>1.602</td>
<td>1.540</td>
<td>1.200</td>
<td>1.302</td>
<td>1.322</td>
<td>1.319</td>
<td>1.319</td>
</tr>
<tr>
<td>2,3</td>
<td>1.280</td>
<td>1.402</td>
<td>1.478</td>
<td>1.474</td>
<td>1.176</td>
<td>1.212</td>
<td>1.407</td>
<td>1.341</td>
<td>1.329</td>
</tr>
<tr>
<td>3,0</td>
<td>1.343</td>
<td>1.587</td>
<td>1.592</td>
<td>1.584</td>
<td>1.532</td>
<td>1.534</td>
<td>1.534</td>
<td>1.534</td>
<td>1.534</td>
</tr>
<tr>
<td>3,1</td>
<td>1.330</td>
<td>1.571</td>
<td>1.590</td>
<td>1.533</td>
<td>1.251</td>
<td>1.278</td>
<td>1.274</td>
<td>1.274</td>
<td>1.274</td>
</tr>
<tr>
<td>3,2</td>
<td>1.291</td>
<td>1.443</td>
<td>1.563</td>
<td>1.636</td>
<td>1.406</td>
<td>1.439</td>
<td>1.573</td>
<td>1.519</td>
<td>1.550</td>
</tr>
<tr>
<td>3,3</td>
<td>1.314</td>
<td>1.552</td>
<td>1.604</td>
<td>1.552</td>
<td>1.228</td>
<td>1.320</td>
<td>1.328</td>
<td>1.329</td>
<td>1.328</td>
</tr>
</tbody>
</table>

The functions reported in Table IV represent the level of the impulse response. The level is calculated by summing the change in the impulse response function from the current period until the reported period. All of the impulse responses suggest that a 1 percent shock to output in the current period leads to over a 1 percent increase in the forecast of output over a long-run horizon. That is, the impulse responses increase above 1 percent and settle between 1.28 and 1.69 percent over the course of 10 to 20 years into the future.

There are a number of important differences to consider when comparing these results with Campbell and Mankiw’s [1987] findings. First, as noted while discussing Table II, we do not find evidence that high order MA processes have unit roots are cancelled by near-unit AR roots, and thus, we do not find that shocks die out over a long
horizon for any of the models. We also find that the ARMA (2,3) and ARMA (3,2) process do not completely stabilize by the end of the 80-quarter period.

Figures 1A and 1B illustrate the impulse response paths of varying ARMA models from one quarter to the next. The ARMA (3,0) model—which has an impulse response similar to the other pure autoregressive models—demonstrates a path that stabilizes over a short period of time (roughly 1 to 2 years for each of the pure AR models).

With more parameters and fewer limitations on the impulse response path, the ARMA (2,2) model depicts a function that oscillates for approximately 7-10 years before reaching an equilibrium or stable path. The ARMA (2,3) process, however, does not reach a steady state even after 20 years. Although its path is slowly collapsing on an equilibrium, the effects of a 1 percent shock in the current period fluctuate over a long-run horizon.
When we compare this paper’s findings with those of Campbell and Mankiw, we uncover two important developments: (1) unconstrained by the autoregressive and moving average near unit root cancellation phenomenon, we can provide additional robust evidence in favor of persistent output shocks, and (2) while shocks demonstrate persistent effects, the magnitude and volatility of these effects has diminished.

As we have discussed the statistical properties that help to explain our first finding—namely, we no longer see a near unit root cancellation phenomenon—we will turn our attention to our second finding. For models with no unit moving root average—all models except the ARMA (1,3), ARMA (2,3), and ARMA (3,3)—Campbell and Mankiw find that the “impulse responses increase above and then settle between 1.3 and 1.9 at about the eighth quarter, remaining there even at ten or twenty years” [Campbell and Mankiw 1987]. However, when we compare these results to our impulse responses, we find that, on average, persistence measures are both smaller and less volatile: impulse responses settle between about 1.2 and 1.7 percent and demonstrate smaller fluctuations.
from one quarter to the next. That is, a shock to output is absorbed by an economy characterized by greater stability.\footnote{While it is possible that this paper’s findings and those of Campbell and Mankiw may impacted by a change in data compilation methods (a chain-type price index is now used in favor of Paasche/Laspeyres indices) or switching from GNP to GDP, the impact is expected to be small given that the differences in results using different methods were found to be very small, if not negligible.}

One possible explanation for this finding is that our current dataset includes The Great Moderation- a period from the mid-1980’s until the early 2000’s in which the volatility of economic variables such as GDP, industrial production, and unemployment declined [Bernanke 2004]. According to Bernanke, the decrease of volatility associated with economic shocks can be explained by structural changes, improved macroeconomic policies, and good luck.

Bernanke classifies structural changes as changes in economic institutions, technology, business practices, or other structural features of the economy that improve the ability of the economy to absorb shocks. He notes, for example, that improved management of business inventories, made possible by advances in computation and communication, has reduced the amplitude of fluctuations in inventory stocks, which in earlier decades played an important role in cyclical fluctuations” [Bernanke 2004].

Describing the implications of improved macroeconomic policies, Bernanke suggests that corresponding changes in the volatilities of output growth and inflation gives some credence to the idea that better monetary policy may have been a major contributor to increased economic stability [Bernanke 2004]. According to Bernanke, since “few disagree that monetary policy has played a large part in stabilizing inflation,” the fact that “output volatility has declined in parallel with inflation volatility, both in the
United States and abroad, suggests that monetary policy may have helped moderate the variability of output as well” [Bernanke 2004].

The third possible explanation for a period of moderation, good luck, contends that The Great Moderation did not result from structural changes or improved macroeconomic policies, but rather the frequency and magnitude of shocks declined within the time period, perhaps by chance as opposed to a more stable economy.

Quantitatively measuring the factors of The Great Moderation, Stock and Watson estimate that the dampening of GDP volatility is “attributable to a combination of improved policy (20-30%), identifiable good luck in the form of productivity and commodity price shocks (20-30%), and other unknown forms of good luck that manifest themselves as smaller reduced-form forecast errors (40-60%)” [Stock and Watson 2002].

While The Great Moderation helps to reconcile our findings with those of Campbell and Mankiw’s, we cannot overlook the significant influence of output volatility that has accompanied shocks caused by the economic and financial crisis beginning in 2007. The recent economic crisis leads us to view The Great Moderation more as a period of increased economic stability rather than a long-term insurance policy against volatility and the persistence of output shocks. With this in mind, we will turn to a Monte Carlo experiment that forecasts future output in light of the current output shock.

**Monte Carlo Experiment:**

This section of the paper uses a Monte Carlo experiment to replicate a data-generating process. We simulate a data set with the essential characteristics of or time series process in order to forecast output projections after the current economic shock.
After calculating the model error for each of our ARMA processes, we use a random number generator—assuming that each model’s error has a mean of 0 and is normally distributed\(^6\)—to build a probability distribution of errors for each model (the variance is derived from the different random errors generated for the various iterations of each model). We generate error terms for 80 periods, and using our parameter estimates from Table III, construct a sequence for each specified model. We are able to capture some of the effects of the current shock by tying our forecasts in the early periods to the estimated residuals of recent quarters.

We then repeat this process to generate approximately 1,000 iterations for each model, with the goal of ensuring that the statistical properties of the constructed sequence are in accord with the true distribution [Enders 2004].

After generating numerous iterations for a sequence of 80 quarters into the future, we then calculate a mean and band it by standard deviations in order to construct a confidence interval around our point estimates. Figures 2A-2C provide illustrations of Monte Carlo experiments for three different ARMA models.

The figures graphically represent the level forecast for the change in log GDP. Figure 2A shows the point estimates for an ARMA (2,1) model banded by a 1 and 2 standard deviation distribution. On the graph, time period 1 represents the first forecasted period, and all time periods leading up to that show the path of actual log

\(^6\) The validity of this assumption is checked by generating the density function for the residuals estimated from our time series. The density function shows that our error terms take on close to a standard normal distribution.
GDP.\textsuperscript{7} As we can see, the standard deviation bands around the point estimates widen over the period of our forecast—this is not surprising given that we expect estimates to become less precise as we move further into the long-run horizon.

While Figures 2B and 2C provide further evidence for the persistence of shocks reported with our impulse response functions, the ARMA (0,1) and ARMA (3,3) models tell slightly different stories about the trajectory of output over the long-run horizon. In both figures, we add a dashed line to simulate the point estimates for output growth in the absence of the current economic shock. That is, we remove the negative shock and forecast output as if it were to continue a stable growth path.

The simple MA(1) model shows that forecasted GDP continues to grow at levels lower than potential GDP. That is, the slack between potential and forecasted GDP remains throughout the foreseeable future. In this case, a negative unexpected change in output will cause future growth levels of output be lower than in the period before the shock.

However, the ARMA (3,3) model tells a slightly different story.\textsuperscript{8} After an unexpected drop in observed output, output slowly recovers and eventually reaches its growth rates from before the shock. Compared to the ARMA (0,1) model, the additional parameters in this process likely pick up a greater portion of the historical upward trend in economic growth, thus allowing for an output path that eventually resumes its natural rate of growth in the time period following the shock.

\textsuperscript{7} The graphs show 100 previous observations only to shift the focus onto the Monte Carlo forecast. It is important to note that 251 observations dating back to 1947 were used to construct the statistical properties of the Monte Carlo experiment.

\textsuperscript{8} The 1 standard deviation lines are moved only to more clearly show the point estimate growth path.
While this Monte Carlo experiment is helpful for our persistence analysis, it is important to mention a few limitations of the experiment. First, given the volatility of the current economic environment, it is difficult to claim with certainty that the negative shock has ended. It is possible that the economy may still experience unexpected losses (or gains) in the near future that would be important to consider when attempting to forecast output over a long horizon.

Additionally, a limitation of any Monte Carlo experiment is that “the results are specific to the assumptions used to generate the simulated data” [Enders 2004]. Thus, when we consider the ARMA (3,2) model—which has two complex roots within the unit circle—we find that our results are difficult to interpret and not overly useful for our analysis.9

To provide further perspective on our findings, we compare the forecasts generated by our econometric models with the Congressional Budget Office’s (CBO) judgment-based projections of potential and projected GDP.10 Figure 3 maps the ARMA (2,1) models forecasted output path on top of the CBO’s potential GDP figures.

For comparison purposes, the CBO projection—which is also mapped on top of the potential GDP—is shown in the lower right panel of the figure. As we can see, our model predicts a similar recovery path to the projections made by the CBO (although the CBO projections, which show projected GDP reaching potential GDP by 2015, seem slightly more optimistic) As we can see, our estimation techniques to measure the

---

9 For this model, we find that output growth increases substantially after a negative shock, far surpassing growth rates prior to the shock. This result seems unlikely given the structure of the experiment, and may be attributable to the model’s complex roots.

10 The CBO’s economic projections are based on trends in the labor force, productivity, and saving. In preparing its forecasts, the CBO examines and analyzes recent economic developments and relies on the advice of a distinguished panel of advisers [CBO 2010].
persistence of the shock provide results highly consistent with the CBO’s projected recovery path. The findings, in accordance with the CBO projections, suggest that the effects of the current shock may keep output levels below potential well into the upcoming decade.

Conclusions:

Our findings of persistence suggest that a current shock to the economy has long-run implications for future economic growth. According to Campbell and Mankiw, many traditional business cycle theorists, monetarists, and neo-Keynesians maintain two fundamental premises: (1) fluctuations in output are assumed to be driven primarily by shocks to aggregate demand, such as monetary or fiscal policy, and (2) shocks to aggregate demand are assumed to have only a temporary effect on output, and the economy returns to a natural growth rate in the long run [Campbell and Mankiw 1987].

However, if output shocks remain persistent into the foreseeable horizon, both of these premises cannot be strictly maintained. Given the challenges associated with distinguishing between a trend stationary process and a process that allows for permanent
changes in growth,\textsuperscript{11} we will discuss these premises and our results in light of several theoretical interpretations.

Nelson and Plosser argue against the first premise in favor of real business cycles, where fluctuations in output are attributable to changes and innovations in aggregate supply, rather than temporary demand shocks. They abandon the notion that fluctuations are driven by aggregate demand—particularly monetary disturbances—suggesting that technological innovations are the source changes in economic growth patterns.

However, completely abandoning our first premise need not be necessary. For example, we can consider theories that attribute fluctuations to both supply and demand shocks. A Keynesian position may suggest that demand shocks affect supply, which, in turn, permanently effects on the economy. Similarly, it could be argued that demand shocks, in it of themselves, have permanent or near permanent effects.

Our second premise—shocks to aggregate demand are assumed to have only a temporary effect on output and the economy returns to a natural growth rate—can also be met be alternative theoretical interpretations. For example, models of multiple equilibria might explain a long-lasting effect of aggregate demand if shocks to aggregate demand can move the economy between equilibria [Diamond 1984]. As well, the hysteresis theory suggests that supply or demand shocks may have permanent effects because they affect the natural rate of output, unemployment, inflation, etc. Thus, perhaps our findings of persistence suggest that there may be a “new” natural rate after an economic shock.

Although these theoretical interpretations fall short of settling the longstanding debate regarding the existence of a unit root in the output process, they do provide

\textsuperscript{11} For example, even if the output process is actually trend-stationary it may take quite a long time to get back to a trend.
context to our findings of persistence. While it remains challenging, if not impossible, to prove or disprove theories business cycles, fluctuations, and output growth behavior, our ARMA and Monte Carlo methods shift our efforts away from championing a single exclusive theory and towards realizing the impact and persistence of economic shocks.
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